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Abstract

In recent years the task of recognizing human face with the help of a machine has acquired a significant attention among researchers. A wide range of commercial and law enforcement applications largely accounts for this developing trend. Although current face recognition systems have reached a certain maturity level they are still far away from the capability of human perceptual system. In a 2D image the unique facial appearance normally consists of intensity curvatures which may be incorporated for recognizing human face. This work investigates the use of weighted distance transform to bring improvements in face recognition. The weighted distance transform takes into account both the spatial distance among pixels and the local intensity variations. A standard face dataset is used to validate the proposed method. The obtained results are comparable to the state-of-the-art face recognition techniques.
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Introduction

The problem of face recognition has received a significant attention among researchers, specially during the last two decades. The emergence of international conferences on face recognition evidences this increasing trend. At least two reasons support this: first one is the availability of feasible technology and the second one is its wide range of commercial and law enforcement applications. The task of recognizing human face through machines also attracted researchers from other disciplines such as image processing, pattern recognition, computer graphics and the psychology. The biometric methods are often used for personal identification, for example fingerprint analysis and the retinal or iris scans. These methods are very reliable but they totally rely on participant’s cooperation. In contrast to the conventional biometrics, the personal identification systems which are based on the analysis of frontal or profile face images may perform more effectively without the participant’s cooperation or knowledge. Both the commercial and the law enforcement applications of face recognition techniques range from still photographs to the images from video sequence. That is why we can categorize face recognition systems into the two broad groups depending on whether the input is still photographs or the video. Within these groups significant differences exist in terms of image quality, level of clutter in background, variation in images of particular individual, and the availability of matching criterion. A general statement for the problem of recognizing human face through a machine can be formulated as follows: given still or video images of scene, identify or verify one or more persons in the scene using the stored face database. The solution to the problem of face recognition involves following three sub-tasks: i. Segmentation of faces from the cluttered scene (face detection), ii. Feature extraction from the face regions, iii. Recognition or verification.

Research on each sub-task is critical not only because the techniques used for individual sub-tasks need a persistent improvement but also because they play a critical role in many other applications. In recognition problems an unknown face is given to the system, and the system determines its identity from a database of known individuals, whereas in verification problems, the system confirms or rejects the claimed identity of the given face. Face recognition is an important part of the capability of human perceptual system. It is a normal routine task for humans whereas the face recognition in computer vision is still an ongoing research area.

A fully automated face recognition system must perform all of the three sub-tasks while the partially automated face recognition system only performs the last two sub-tasks. The face recognition is highly dependent on feature extraction methods which can be distinguished as generic methods face templates based methods and the structural matching methods. The generic methods are based on edges, lines, and the curves. The face templates consist of the facial features such as eyes, nose and the mouth. The structures consider the geometrical constraints on facial features. Many face recognition methods additionally require facial features along with holistic face. Some authors categorized face recognition techniques into holistic and the feature based approaches depending on the input criterion. Even holistic techniques which take whole image as the input need accurate locations of key facial features such as eyes and nose to normalize and properly align the input image. The feature based techniques take facial features as the input but they have difficulty when the appearance of the facial features gets a significant change such as eyes with glasses, closed eyes, and the open mouth. A digital camera captures the 3D human face in a 2D image using intensity curvatures. As the...
facial appearance in 2D images consists of intensity curvatures, we proposed a face recognition technique which incorporates these curvatures. We have used the weighted distance transform for extracting intensity curvatures. It is a transform that works in spatio-intensity domain. It uses not only the spatial distance among neighboring pixels but also considers the local intensity variations among them. For characterizing shape changes of amoebas the signed weighted distance can be applied to biological cells. The unsigned weighted distance of each pixel from seed point is defined by following equations:

$$D(p; M, V_l) = \min_{(p') \in M} d(p, p')$$

with

$$d(a, b) = \min_{p \in P_{a,b}} \int_0^1 \sqrt{\left| \Gamma'(p) \right|^2 + \gamma^2(\Omega, u)^2} ds$$

where, $M$ is the mask containing seed point $\Omega$.

I the local intensity variations, $P_{a,b}$ the set of all paths between the points a and b; and $\Gamma'(s) : R \rightarrow R^2$ indicates one such path.

The unsigned weighted distance reduces to Euclidean distance when $\gamma = 0$. The unsigned weighted distance can be computed using the algorithms of “raster scan” or the “wavefront propagation”. The “raster scan” algorithms are based on kernel operations which are sequentially applied over image in multiple passes. Whereas the “wavefront propagation” algorithms are based on the iterative propagation of a pixel front with velocity “$F^{10}$”.

The unsigned weighted distance contains redundant information about facial intensity curvatures. For extracting more discriminating information from unsigned weighted distance we have drawn multiple trajectories (geodesic paths) on face. The trajectories were drawn in such a way that they must cover the face regions having prominent intensity curvatures. The computed “weighted distance” and the drawn trajectories can be seen in figure 2. We may increase the contents of more discriminating information by increasing the number of trajectories to be drawn on face but the practical requirements limit a large number of trajectories (geodesic paths) because of large computational effort and memory demands. After the trajectories are drawn they are parameterized to construct feature vectors. The feature vectors were fed to the classifier which determines the identity of the given image on the basis of stored training faces. Several classifiers such as Neural Network, Support Vector machine have been used to perform classification/recognition. We used the KNN classifier which uses the distance measures for classifying/recognizing the given face. In this work MATLAB Fast Marching Toolbox is used for computing weighted distance transform. The toolbox also draws trajectories on face if their terminal loci are provided.

We have used a standard face data base that contains 8 images for each of 124 individuals, a total of 992 face images. We selected two frontal face images of each individual for testing. The remaining 6 images of each individual are used for training. The system pre-processes these images before computing the weighted distance.

Related Work: A huge research work has been done on the problem of face recognition in last four decades. This section gives the brief overview of different recognition techniques.

The Principal Component Analysis is one of the face recognition techniques which take holistic face images as input. First a subset of Eigenfaces (principal components) is derived from statistical analysis of stored face images. In this technique Eigenfaces are considered as a set of standardized face ingredients. Each face in data set can be derived by combining the obtained face ingredients. Then feature vectors are obtained for stored images by projecting them in the space of principal components. For recognizing a person its face image is projected in the space of principal component. Then its feature vector is fed to the classifier which matches it to the feature vectors of stored images for determining person identification. This technique shows good performance only under uniform lighting conditions for frontal face images. For deriving principle components, it needs properly aligned normalized images which require the determination of facial features location. The recognition rates of this technique decreases as the number of the classes in dataset increases.

Discrete Cosine Transform is a well established data compression technique, which is similar to the Fourier transform but considers only real components. It was first time introduced by Ahmed, Natarajan and Rao in early 70s. Ever since, the DCT has grown its popularity. Wang (1984) categorized DCT into four slightly different transformations named DCTI, II, III and IV, it was used for dimension reduction. Like PCA the Face Recognition using DCT also takes holistic face images as input. For extracting facial features DCT is computing DCT on cropped input faces. Then a feature vector is derived by taking a small subset of DCT Coefficients in a zigzag pattern. These feature vectors are fed to different classifier for face recognition. This technique performs well under both lighting conditions (i.e. uniform and varying illumination) but it also requires properly aligned and normalized face images.

An energy histogram is similar to color histogram but instead of counting pixel color, an energy histogram accumulates the DCT coefficients in corresponding bins. In comparison, energy histogram incurs less computational cost when compared to the color histogram as its dimensions are greatly reduced by the DCT. The DCT was reported to be the second most optimal transformation after PCA with an energy compaction. It offers numerous advantages over PCA including good computational efficiency whilst producing good quality images at suitable
The DCT in the energy histogram is implemented through a similar approach as in the JPEG compression. The approach in feature extraction computes the DCT on individual subsets of each facial image where images are first divided into 8 x 8 blocks. The energy histograms were investigated by Lay and Guan, for image retrieval. They proposed feature sets identifying similarities of the image. The feature set was consisted of 6 feature blocks, denoted F1, F2A, F2B, F3A, F3B, and F4. The energy histogram is built by counting the number of times each DCT coefficient occurs in the domain of the corresponding bin. This energy histogram is then used as the feature vector. To recognize a face image, the feature vector v of the query image is compared to each of the feature vectors f in the database using the Euclidean distance classifier. If the distance between v and f falls below a threshold, then the images are classified as matched; otherwise, it is an unmatched. The thresholds, is computed via intra and inter class information gathered from the training dataset. The Sub-Holistic Hidden Markov Model is based on a Hidden Markov Model similar to the simplest dynamic Bayesian Network. In Sub-Holistic Hidden Markov Model the template modules are extracted from a test image, which are then used in recognition process.

Methodology

The implementation of the proposed method involves following sub-tasks. The sequence in which the sub-tasks are performed can be seen in figure 1. i. Pre-processing of Image, ii. Computation of weighted distance transform, iii. Drawing trajectories (geodesic paths) on face, iv. Parameterization of trajectories, v. Classification using different Numerical measures.

Pre-processing of Image: In this task a color image which contains the color information of each pixel is converted into gray-scale image. The gray-scale image contains only the intensity information of pixels. The intensity variations in gray-scale face image correspond to the facial intensity curvatures. The task of pre-processing may involve resizing of the given image if it is not comparable to the stored images. The computation of weighted distance transform requires a seed point $\Omega$. In pre-processing the $\Omega$ is located at nose tip on frontal faces. If size of a stored image is too large then whilst the geodesic path is well defined, the computational requirements increase without a corresponding improvement in recognition. In such cases the task of pre-processing may also involve resizing of stored images.

Computation of Weighted Distance Transform: The proposed method heavily depends on facial intensity curvatures therefore the weighted distance transform is an essential attempt to extract intensity curvatures from a 2D image. In this work it is computed using toolbox Fast Marching. As the location of seed point may have an effect on the contents of resultant weighted distance, we considered six different locations on face to investigate the facial intensity curvatures contained in weighted distance. The weighted distance computed from each location of seed point can be seen in figure 2.

Fast Marching Method (FMM): The toolbox Fast Marching contains the Fast Marching Method (FMM) which is one of the “wavefront propagation” algorithms. It takes into account the information that only flows outwards from seeding point. The FMM is based on Dijkstras algorithm which has been employed to identify a shortest network path. James A. Sethian introduced this method for solving boundary value problems of the Eikonal equation:

$$F(p) |\nabla T(p)| = 1$$

In boundary value problems related to the evolution of a closed curve is defined as function of time $T$. The evolution speed $F$ of closed curve always directs normal to the curve at any point $p$ on closed curve. The boundary value problem solved by fast marching method is a special case of level set methods. Level set methods are slower than fast marching method.

Drawing of Trajectories (Geodesic Paths): As the distance-transform returns redundant intensity curvatures, we need to extract the more discriminating information out of facial intensity curvatures contained in resultant of “weighted distance transform”.

![Block Diagram of Proposed Method](image-url)
Therefore a trajectory (geodesic path) is another attempt that extracts more discriminating intensity curvatures. For drawing a trajectory we also need its ending point location in addition to the location of seed point $\Omega$. To cover the whole face region we defined loci of end points at the elliptical boundary of face. Initially we defined 60 trajectories (geodesic paths) on face which can be seen in figure 2. As the number of trajectories also affects the contents of more discriminating curvatures we investigated to determine the optimal number of trajectories required to obtain sufficient information for improving the recognition rate. The different number of trajectories on face can be seen in figure 3. Along with computing weighted distance the task of drawing trajectories on face was also performed using toolbox Fast Marching.

Parameterization of Trajectories: For the sake of comparison we need to parameterize the trajectories (geodesic paths) drawn on face. As the discriminating curvatures of a trajectory contain the key information about facial intensity curvatures, the parametric representation of a trajectory should essentially reflect the discriminating curvatures in order to enable face recognition. Initially we parameterized each trajectory by taking two equidistant points. As the number of points (taken on a trajectory) has a direct relation to the contents of curvatures reflected in parametric representation, we investigated for determining the optimal number of points required to parameterize a trajectory. The different number of equidistant points taken on trajectories can be seen in figure 4.
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Trajectories Patterns at different loci of seed point
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Different number of trajectories
We obtained the following information for each point taken on a trajectory: i. Coordinates; ii. Displacement from seed point $\Omega$; iii. Distance along paths, and the displacement between corresponding points respectively. To examine the recognition due to individual information we separately fed $V_1, V_2, V_3$ and $V_4$ to the classifier. We also examined the recognition by merging these information and observed an improvement in recognition on assigning a weight $W_t$ to each of $V_1, ..., V_4$. We manually set the value of $W_t$ on the basis of recognition rate due to individual information.

**Results and Discussion**

The method is evaluated on the basis of following parameters: i. The no of trajectories drawn on face; ii. The number of points taken on a trajectory; iii. The location of seed point $\Omega$; iv. The individual information contained in $V_1, ..., V_4$; v. The number of classes, vi. Comparison with current recognition techniques (PCA and DCT); The evaluation is performed using 8 images for each class (person), where 6 images are taken for training and the remaining two for testing.

The Effect of Number of Trajectories: The curvatures of a trajectory represent intensity curvatures contained in weighted distance. The representation of intensity curvatures can be improved on increasing the number of trajectories drawn on face. Therefore we have drawn 10 to 90 trajectories on each face. The effect of number of trajectories on recognition rate is shown in figure 6. The results indicate that an increase in number of trajectories also improves recognition rate. Optimal number of trajectories drawn on a face appears to be between 40 to 50.

The Effect of Number of Points: The parametric representation of a trajectory is based on number of equidistant points taken on it. We selected 2 to 20 points on each trajectory for its parametric representation. The effect of the number of points on recognition rates is shown in figure 7. The results indicate that an increase in the number of points significantly improves recognition rate when a few points are
taken on each trajectory but it does not affect recognition rate when a large number of points have already been taken. The figure 6 also shows the effect of number of points on recognition rate which is prominent on fewer trajectories but very little on large number of trajectories. Optimal number of points is found between 12 and 16, which is co-related to the number of trajectories drawn on face.

The Effect of Seed Point Location: Because the location of seed point affects the contents of weighted distance, we selected six different locations for seed point \( \Omega \). Each location of seed point generates a different unique pattern of trajectories on face which can be seen in figure 2. The generation of a different pattern for each location has a clear effect on recognition rate which can be seen in figure 7. The patterns generated by seed location 4 produces better recognition rates as compared to other patterns because it cover facial curvatures of chin region more appropriately which can be seen in figure 2.

The Effect of Features: In parametric representation of a trajectory we obtained information of four different types (features) for each point. We separately collected each type of information in the formulation of feature space constructed for a face image. The effect of individual information on recognition rate can be seen in figure 8. If we gather the information of four different features in a hybrid manner the optimized results are obtained which are also shown in figure 8.

The Effect of Number of Classes: It is a well known fact that most of the recognition techniques degrade their performance in terms of recognition rate and the time taken to recognize a person on large datasets. Therefore we used 40, 60, 80, 100, 120 classes to evaluate the performance of proposed method. The effect of number of classes on recognition rate is shown in table 1.

Comparison: The comparative evaluation is shown in table 1, where the better performance of proposed method in terms of recognition rate can be seen. The improvement in recognition rate shows that the use of intensity curvatures can play a vital role in face recognition.
Conclusion

The investigation indicates that the facial intensity curvatures can play a critical role in face recognition. The use of weighted distance transform for extracting intensity curvatures shows promising results. The determination of exact loci for end points of trajectories is the main problem which highly affects the recognition rate of proposed method. Comparison against well established techniques such as PCA and DCT showed comparable results, which suggests that the local facial structure plays an important role in face recognition. Future work would include the determination of facial boundary location which may improve the recognition rate. The use of machine learning algorithms would also be investigated to increase robustness and accuracy.
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