Two New Methods for Path Planning of Autonomous Mobile Robot
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Abstract

This paper investigates four methods for finding shortest path between source and destination in a specific environment. For the known gradient method, we have proposed a way to reduce the computational complexity of gradient field. Besides, the proposed method attempts to find the optimal path starting from a suboptimal path with the lowest computations. The considered robot is a mobile robot with three freedom degrees in two-dimensional environment. This will cause the isolation of the angle of trajectory path. The result of the simulations of the methods shows that the new approach provides an appropriate method for mobile robot routing in comparison to other methods.
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Introduction

Path Planning is finding an appropriate path for robot movement in an obstacle-free space from the source to the destination. Obstacle-free space is the space of the robot movement which is not located in the configuration space. In this paper, the optimal path is the path which is between the source and destination and has the smallest distance among all possible paths1. In some cases having a smoother path with less acute angles is one of affecting parameters in path planning2. In this paper, we consider path planning for a robot with three freedom degrees in a two dimensional space. Our main issue is to find the movement path for a robot in a known environment. A machine vision system is assumed over the head of the robot which overlooks the fixed and moving obstacles. This machine vision system detects fixed and moving obstacles in the environment and provides the information in form of a sequence of images. So far, several methods have been proposed for routing in an unknown environment. The key techniques in this field work based on the visibility graph which is obtained from output of robot’s range finder sensor3. Generalized A* algorithm in order to path plan based on distance map4,5, and dynamic mapping of the environment and path planning on the map6 are examples of this methods.

Optimal path planning is an important issue in mobile robot automatic navigation that leads to find the optimal path from the starting point to the destination without any collisions in the given environment with the aim of optimizing some certain criteria7. To overcome this problem, a number of path planning strategies proposed, some by using concepts of potential field8, some based on visibility graphs9 and some are image-based methods that are also known as grid methods10. The potential field method is simple and well-structured to avoid colliding with obstacles. But such methods have inherent limitations including trapping in local minima and among adjacent obstacles, swinging in the presence of adjacent obstacles and narrow passages, and high dependency to parameters11. Barraqu and used bit arrays to generate potential field in numerical form for path planning12 which is a category of artificial potential field method. In this paper, a method for calculating gradient which results in appropriate artificial potential field is provided. The main disadvantage of the methods based on the visibility graph, is low efficiency13. To overcome the problem of complexity in these methods, Jiang used a visibility graph method without producing a complex space for robot movement, to find the shortest path14. The main problem in image-based methods is how to determine the image size. The larger the image size, the more accurate will be the environment’s representation. However, using more pixels will exponentially increase the memory space and the search range15. Graph-based path planning techniques have been proposed by Latom be for solving this problem. Road map, cell decomposition, and potential field are examples of such methods. Planning problem is fully formulated and based on the formulation a robust technique for finding optimal path is proposed16. An efficient path planning approach which is for car-like robots and based on a recursive segmentation of free-collision path has been provided17,19. In Section 2 we will overview the path planning in the image space and the input image to the path planning section. Section 3 will introduce several methods for path planning. Section 4 presents a new approach to find the optimal path and Section 6 provides and compares the results of simulations.
Path Planning in Image Space

In image-based path planning, the path consists of a sequence of neighboring pixels locations which its beginning is the robot's current location and its end is the robot’s final position. In addition, the sequence of robot’s angles in each pixel is one of the results of path planning. In path planning in image space, distance of a path can be regarded as number of pixels which are included in the path.

In this paper, it is assumed that a machine vision unit segregate fixed and mobile obstacles by using different colours. In each picture frame, a blue colour is used for fixed obstacles and moving obstacles are considered red.

Input of path planning unit is an image which is based on the current position and the final position of the robot and such a sequence of images should contain moving obstacles in their current position at the moment. First, it is necessary to integrate the image to reduce the complexity of the problem.

Given a sequence of images, using timing information we can calculate speed of the moving obstacles in the past moments, accordingly we can guess the next most probable places for moving obstacles. So the whole trajectory of the obstacles in a time interval can be obtained and we can replace the position of the moving obstacle with an appropriate fixed obstacle in each frame. This makes our path planning involved in a space containing only fixed obstacles. Another strategy for dealing with moving obstacles would be path planning considering only fixed obstacles while moving obstacles would be considered whenever they are approaching the robots’ location, and so the path planning should be done in a safe margin to avoid collision with moving obstacles. The recent method has advantages over previous methods, but the complexity and the workload would be increased.

The size of the robot is another issue that should be considered. Our aim is to avoid collisions for any parts of the robot and the obstacles.

Since any robot has certain size and its size of the robot makes the path planning more difficult. In a solution, the robot can be considered only a point, but proportional to the distance of the external surfaces of the robot from the centre of it, we can consider a margin around the obstacles. If the robot has a circular shape, we consider the distance equal to the radius of the robot, but in case of a different shape the farthest point of robot’s external surface to the centre of it should be considered, or it will be proportional to the angle of the robot with respect to the obstacle. And the later approach makes a lot of complexity. Whereas the path planning is often being done in real time and low computation cost is required, this method has not been used. Figure 1 is an example of an input image and a binary image with a safe margin.

Path Planning Methods

Different methods can be used for path planning such as A* algorithm and heuristic algorithms. Following will be a brief reference to some of the methods and also explanations of the proposed methods. Since the robot has a circular shape and has four omni-directional drive wheels, the robot’s path will be completely independent of its angle. Under such circumstances, our main issue is the calculating the position of path. And the angle of the robot along the path will be calculated after the position of the path being obtained.

Path Planning by Using Potential Field

One of the commonly used path planning methods is the gradient field method which uses gradient field as a guide for the robot to be path planning. In this method, the robot path would be in a direction which has the least repulsive field gradient and the highest attractive gradient field. Repulsive gradient should be inversely proportional to the distance to obstacles. In fact, this part of the field gradient, will keep away the path from the space around the obstacles. To guide the robot to the destination attractive gradient should be proportional to the distance to the target. There are different equations for calculating such fields. An equation for calculating square repulsion of each block is as follows:

$$U_{rep}(q) = \begin{cases} \frac{1}{2} \eta \left( \frac{1}{\rho(q)} - \frac{1}{\rho_0} \right)^2, & \rho(q) \leq \rho_0 \\ \frac{1}{2} \eta \left( \frac{1}{\rho(q)} - \frac{1}{\rho_0} \right)^2, & \rho(q) > \rho_0 \end{cases}$$  \hspace{1cm} (1)

Where $\rho_0$ is a fixed amount for every obstacle and the distance to $i$th obstacle is $\rho_i(q_i)$. In this equation, the field obeys the radius of influence showed by $\rho_0$ and the field can be a suitable value for a gradient field. On the other hand, different methods have been used for calculation of the attractive field. One of these methods uses an equation as follows:

$$U_{attract}(q) = \begin{cases} \frac{1}{2} \xi \left( \frac{\|q - q_i\|^2}{\|q_i - q_f\|^2} - \frac{\|q - q_f\|^2}{\|q_i - q_f\|^2} \right), & \|q_i - q_f\|^2 \leq \delta \\ \frac{1}{2} \xi \left( \frac{\|q - q_i\|^2}{\|q_i - q_f\|^2} - \frac{\|q - q_f\|^2}{\|q_i - q_f\|^2} \right), & \|q_i - q_f\|^2 > \delta \end{cases}$$  \hspace{1cm} (2)
These definitions have useful properties and their performance has been investigated in different conditions\(^\text{20}\). As noted in an image-based path planning the goal is to find a sequence of pixels which starts from the origin and reaches the destination. Accordingly, for each pixel of obstacle-free space the distance to each obstacle and the distance to the destination point can be calculated, and based on the obtained values repulsion field of each obstacle and the gravitational field can be calculated in any pixel. However, the calculations on this method can provide good answers, but the high amount of computational complexity of the method is not desirable. For example, for finding the repulsive field of a certain obstacle in a certain pixel first nearest point of the obstacle to the pixel should be determined, there for it requires detecting the edge of the obstacle then nearest point of each obstacle to the object should be determined. Subsequently based on the detected edges the repulsive field of that obstacle would be acquired, and these calculations should be repeated for each obstacle. Apparently, the calculations has high amount of computational complexity.

Due to this issue, a new method for calculating the gradient field will be provided in the following.

The proposed image-based method for calculating gradient fields of obstacles: Each binary image is a matrix with values 0 and 1. We assume that the areas of obstacles have been defined by the value “1”. We define the magnifier operator which changes each pixel’s with value “0” in the neighbourhood of a pixel with a value of “1”. This means that the outer edge of each obstacle should be added to the obstacle’s space or in other words, images with 1 pixel shifted in four directions (in case of quaternary neighbourhood) or eight directions (in case of octamerous neighbourhood), should combined into one image. This combination should be expressed by logical "or". In figure 2 the effect of the operator on an example image in cases of quaternary neighbourhood and octamerous neighbourhood is shown.

![Figure-2](image-url)

The magnifier operator: (a) Original image, (b) Magnified with quaternary neighbourhood, (c) Magnified with octamerous neighbourhood

In the proposed method for calculating the gradient field of a binary shape a parameter \(\rho\) should be defined. This parameter acts the same as parameter \(\rho_0\) in equation.

![Figure-3](image-url)

Gradient field: (a) Binary image of obstacles, (b) Gradient field using magnifying quaternary neighbourhood operator, (c) Gradient field using magnifying with octamerous neighbourhood operator

(1) and makes any obstacle effective in a certain distance (\(\rho\) pixels) and ineffective beyond. Gradient field is being calculated by applying the magnifier operator \(\rho\) times on the image in both cases of quaternary and octamerous neighbourhoods. And each time, the resulting image should be combined by a factor of \(1/\rho\) with the previous image. In each step, the factor makes the values of augmenting neighbours reduce as the distance to the obstacle increases. In figure 3 the gradient field calculated using the proposed method is shown.

![Figure-4](image-url)

Gradient of Attractive fields: (a) Calculated inversely proportional to the distance, (b) Calculated by the proposed algorithm

However, the attractive gradient field can be calculated in the same way but as the target location is known for many sequences of images and also the distance of each pixel to target location should be measured once, accurate calculation of the attractive gradient field would not have a high computational complexity. Subsequently, the gradient field can be easily calculated based on the distance and field. In figure 4, the field gradient calculated based on the distance and using the proposed method are compared with each other.

For path planning using the gradient field an image should be created which is based on the combination of repulsive and attractive fields according to the equation (3).

\[
\mathbf{G} = \mathbf{G}_{\text{rep}} - \mathbf{G}_{\text{at}} \sum \mathbf{T}_{x,y,z}
\]  (3)
In the above equation, $\mathcal{A}_{i,j}^{s}$ is the normalized attractive field and $\mathcal{R}_{i,j}^{s}$ is the normalized repulsive field for the $i^{th}$ obstacle. Although in the above equation repulsive fields are combined together with an addition operator this increases the field unreasonably in the places where the obstacles’ repulsive field overlap. To solve this problem we propose averaging the fields in places the overlapping of obstacles occurs. It should be noted that if the distances between the obstacles are more than a limit the overlapping would be negligible. In this case the proposed algorithm can be applied to all obstacles once and together.

In this method the coefficients $\alpha$ and $\beta$ are supersensitive. $G$ is a suitable combination of attractive but it can have value even in obstacle space. This might lead to malfunctions in path planning. To address this problem, first the attractive field should be normalized and then it should be set to zero on each obstacle’s space.

For specifying the path we start from the robot’s current position then in each pixel all eight neighbouring pixels should be examined and the pixel with highest combined gradient field value should be chosen for next pixel in path’s sequence. This process should be repeated until reaching the end point. Figure 5 shows the combined gradient field and resulted path using this operator with coefficients $\alpha = 1$ and $\beta = 0.5$.

**Corner Passing Method**

This method is also based on a binary image which is created from obstacles. This method can easily be expressed as an algorithm. In first stage, from the starting point a straight line should be drawn toward the target. If there is an obstacle in the path two paths from the starting point would be considered to the outermost corner of the object and the same process for each path should be repeated until reaching the destination without any collisions with obstacles. The distance of each path would be computed and the path which has the shortest distance is the optimal path. This method requires a lot of computing because at each stage the outermost corners of the object should be calculated, but it gives the most optimal path. In figure 6, the obtained optimal path by this method is shown.

![Figure-6](image)

**Functioning of Corner Passing Method:** (a) Image of Obstacles, (b) Binary shape of obstacles with safe margin, (c) Planned path using the method (the red path is the most optimal one)

**Nearest Free Neighbour Path Planning**

This method is also based on a binary image created from obstacles. For this method same as “corner passing method”, we start with a binary image based on obstacle positions and sizes. And for keeping the robot away from obstacles a safe margin would be considered. Then for each pixel, the next place of robot is a neighbouring pixel with shortest distance to the target which is neither repeated in path sequence nor positioned in obstacle space. This method is very simple to implement and has very low computation complexity. However, the planned path may not be optimal and in some cases a path to the destination would not be found. In figure 7 an example of this path planning method is shown and compared.

A* algorithm can be used as an optimising algorithm for such a path planning method.

**Another Approach in Path Planning**

Although, in most cases the main issue in a path planning approach is finding a suitable path to the destination. But another approach that could require less computational cost is optimizing a suboptimum path after finding one. A proposed path planning method will be explained in the following which is based on the later approach and has low computational complexity.

**Another Proposed Method for Path Planning**

First, a low computational method such as nearest free neighbour method is applied for achieving a suboptimal path. In this method a constant $\pi$ would be used that should be specified before running the algorithm. In the first stage of algorithm ($s = 1$) the first pixel of the path would be considered as the beginning of a line segment and the next $n^{th}$ pixel of the path would be considered as the end of the segment line, if there is no collision with any obstacle the line segment would be replaced with the $n^{th}$ pixels of the path, if there is at least a collision with obstacles the end of the segment line would be $(n - 1)^{th}$ pixel of the path and if there is no collisions the segment path replaces the first $n-1$th pixels of the path and so on till there is no collisions. In next stage we would start from the end of the last line segment and repeat the same calculations.
Comparison of Described and Proposed Methods

In this paper 4 methods of path planning have been described but it can be shown that crossing point method always outputs the optimum path. On this basis, we define the following parameters for comparison of methods:

\[ \text{Path Ratio} = \frac{\text{Path Distance}}{\text{Angel Method Distance}} \]

Where “Angel Method Distance” is the distance of found path by the angle method, and “Path Distance” is the distance of found path using the compared method. The less the parameter is the more optimised will be the method’s found path. In Table 1 the results of 30 independent runs of the algorithm with different start and end points in a simulated environment with no concave obstacles are shown. Four compared methods simulated on a 3GHz dual-core processor using MATLAB® on Windows™ operating system.

<table>
<thead>
<tr>
<th>Method</th>
<th>Path Ratio</th>
<th>Average Path Distance</th>
<th>CPU time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method for Path Optimization</td>
<td>1.830</td>
<td>42.444</td>
<td>1.601</td>
</tr>
<tr>
<td>Nearest Free Neighbour</td>
<td>3.921</td>
<td>90.932</td>
<td>1.043</td>
</tr>
<tr>
<td>Corner Passing</td>
<td>1</td>
<td>23.191</td>
<td>8.872</td>
</tr>
<tr>
<td>Proposed Gradient Field</td>
<td>8.653</td>
<td>200.678</td>
<td>1.272</td>
</tr>
</tbody>
</table>

As it can be seen in the table 1, the most optimal path can be found using passing corners method and the fastest method among all is the nearest free neighbour method. So in the case that online path planning is not considered the corner passing method would be the most desirable method. However, due to presence of moving obstacles, in most cases, online calculation of path planning is required and so the time of calculation is an important parameter. The results of the gradient field method are not desirable. It should be mentioned that the adjustment of the parameters \( \alpha \) and \( \beta \) in the gradient field method have been done using trial and error. Although it could be due to not correctly tuned parameters \( \alpha \) and \( \beta \), in some cases the final results obtained by the gradient field method are not by any means acceptable due to stocking in local optima. In the proposed method, the distance of optimised path is favourable and the calculation shaves one in a reasonable time.

To have a fair comparison between our proposed algorithm and previous proposed algorithms in the literature, we should set all parameter equivalently. In this paper we have compared our proposed method with the Pamosoaji and Hong’s method."
Table 2 shows a comparison between our proposed method and Pamosoaji and Hong’s algorithm.

<table>
<thead>
<tr>
<th>Method</th>
<th>CPU time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method for Path Optimization</td>
<td>1.601</td>
</tr>
<tr>
<td>Pamosoaji and Hong’s Method</td>
<td>3.351</td>
</tr>
</tbody>
</table>

As it can be seen, one of the obvious advantages and superiority of our method is its speed. Although we should confess that in some cases this speed causes less accuracy due to its low computations. But it is important to set a trade-off between the computation complexity and the algorithm’s speed that we considered in our proposed method.

**Conclusion**

According to the results presented in Table 1, it can be clearly conclude that the new proposed approach has better efficiency than other methods. Although the shortest path is obtained by corner crossing method, it has a high computation complexity. On the other hand, the computation cost of nearest free neighbour method is the lowest among all four methods, but the found path is not optimal. Gradient field-based method requires a lot of computations which can be reduced using the first proposed method for calculating the gradient field. However, due to the high dependency on the parameters $\alpha$ and $\beta$ gradient field method’s outputs are not acceptable in some cases.
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